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INTERNSHIP SEARCH PROCESS

LinkedIn: 27

- No Reply: 33 Declined: 1
Applied: 37

Offer: 2 m

Accepted (PNNL): 1 =
Handshake: 10
nteniciat Rejection: 2 m
* PNNL listing was on Handshake
* All applications were cold-call resume submissions
* Advice:
» Apply to organizations that you truly want to work for
» Government organizations are in competition with industry
» Network

https://sankeymatic.com/build/
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EMPLOYER ORGANIZATION

While Pacific Northwest National Laboratory (PNNL) is a DOE laboratory, it can also receive funding for
projects from other government organizations such as the Department of Defense (DOD).

The National Security Internship Program is funded by a subdivision of the DOD called the Defense Threat
Reduction Agency (DTRA).
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EMPLOYER ORGANIZATION

* The internship consisted of an R&D competition between three teams, each comprised of a mix of data
scientists and developers
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PROJECT DESCRIPTION
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PROJECT DESCRIPTION
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Input Signal
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https://www.frontiersin.org/articles/10.3389/frai.2020.578613/full
https://creativecommons.org/licenses/by/3.0/

TECHNIQUES

Autoencoder for Anomaly Detection
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TECHNIQUES

Principal Component Analysis Support Vector Machines Random Forests
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https://sefiks.com/2017/11/19/how-random-forests-can-keep-you-from-decision-tree/
https://creativecommons.org/licenses/by/3.0/

TECHNIQUES

Twin Networks

Output
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Contrastive Loss

convolution max-pooling convolution max-pooling convolution max-pooling convolution fully connected  fully connected
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Weights
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https://zhenye-na.github.io/2018/12/09/cnn-deep-leearning-ai-week4.html
https://creativecommons.org/licenses/by-nc/3.0/
https://zhenye-na.github.io/2018/12/09/cnn-deep-leearning-ai-week4.html
https://creativecommons.org/licenses/by-nc/3.0/
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SOFTWARE
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Technical

Programming

Mathematical Fluency

Research

Version Control

SKILLS FOR SUCCESS

Soft

Public Speaking
Communication

Collaboration

Feedback Reception

Other

Passion for Machine
Learning

Deep Interest in the
Problem

Failing Early and Often

Fast Adaptation
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OPPORTUNITIES AT PNNL

For more information, contact:
Alexa Gray

University Recruiter

509-371-6908 | alexa.gray@pnnl.gov

Marisela Linares-Mendoza
Office of STEM Education
509-371-7645 | marisela.linares-mendoza@pnnl.gov

Artificial
Intelligence and
Data Analytics

Division

National
Security

Internship
Program

INTERN JOB POSTINGS
» Undergraduate Tech Intern: 4773

» Post Bachelors RA: 4776

» Masters Intern 4774

» PhD Intern: 4775

Applied Al Foundational
Systems Data Science

Human-
Centered
Computing

Software

Math, Stats,

and Data
Science

Engineering and
Architectures

17


https://www.pnnl.gov/national-security-internship
https://careers.pnnl.gov/
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https://www.cs.cmu.edu/~rsalakhu/papers/oneshot1.pdf




